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Abstract—  Particle Swarm Optimization (PSO) algorithm, originated as a simulation of a simplified social 

system, is an evolutionary computation technique developed successfully in recent years and have been applied to 

many optimization problems. PSO can be applied to continuous and discrete optimization problems through local 

and global models. In this paper, PSO is addressed in details.  There are some difficulties with the standard PSO 

where causing slow convergence rate on some optimization problems. These difficulties are transferred to the origin 

binary PSO (BPSO) that makes the algorithm not to converge well. Due to these difficulties with the BPSO, in this 

paper a new BPSO (NBPSO) is introduced. Several benchmark problems including unimodal and multimodal 

functions are considered for testing the robustness and effectiveness of the proposed method over the original BPSO. 

The results show that NBPSO performs much better than BPSO. Since the obtained results show that NBPSO may 

trap in the local optima, further modification is carried out. Two different methods are suggested to improve NBPSO 

which are denoted as Guaranteed Convergence BPSO (GCBPSO) and Improved NBPSO (INBPSO). The results 

show the superiority of the INBPSO for solving optimization problems.  

 

Index Terms— Particle swarm optimization, Binary PSO, Convergence characteristic. 

 
1. Introduction 

Over the last decades there has been a growing interest in algorithms inspired by the observation of natural 

phenomenon. It has been shown by many researches that these algorithms are good replacement as tools to solve 

complex computational problems. Various heuristic approaches have been adopted by researches including genetic 

algorithm, tabu search, simulated annealing, ant colony and particle swarm optimization. 

PSO can be classified in swarm intelligence areas, where developed by Kennedy and Eberhart in 1995 [1]. Since 

1995, it is being researched and utilized in different subjects by researches around the world. It is reported in the 
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literature that the PSO technique can generate high-quality solution within shorter calculation time on some 

optimization problems.  

The PSO technique conducts searches using a population of particles, corresponding to individuals. Each particle 

tries to search the best position (state) with time in a multidimensional space and adjusts its position in light of its 

own experience and the experiences of its neighbors, including the current velocity and position and the best 

previous position experienced by itself and its neighbors.  The origin version of the particle swarm has been 

operated in continuous space.  But many optimization problems are set in discrete space.  In view of this, two years 

later the work carried out by Kennedy and Eberhart in 1997 [2] a reworking of the algorithm to operate on discrete 

binary variables. In spite of continuous PSO that trajectories are defined as changes in position on some number of 

dimensions, in the binary version of PSO, trajectories are changes in the probability that a coordinate will take on a 

zero or one value. As mentioned before, since 1995, PSO and BPSO are being researched and utilized in different 

subjects such as power systems [3][4][5], neural network learning[6][7], data clustering[8], FPGA routing[9], TSP 

modeling[10], feature selection[11], and other applications, by researches around the world.  Some researches are 

shown that standard PSO and BPSO cannot converge properly.  In view of this, a solution is given to overcome  the 

difficulty associated with the standard PSO by Van den Bergh and Engelbrecht [13]. 

In this paper, a new discrete binary PSO (NBPSO) is presented that deals with the difficulties associated by BPSO. 

To show the effectiveness of the proposed algorithm, the algorithm is tested on several function optimization 

problems and compared with the original version of BPSO. The results obtained show that NBPSO converge very 

well.  

Also, NBPSO may fell into a local optimum early in a run on some optimization problems.  In the other word, the 

algorithm approaches the neighborhood of the global optimum but for some reasons it fails to converge to the global 

optimum. To overcome the premature convergence of NBPSO, two different methods are suggested.  

This paper organized as follows: to make a proper background, next Section briefly presents an overview of PSO 

and BPSO. In Section 3 the difficulties associated with BPSO are addressed. Description of the proposed new binary 

PSO is given in Section 4.  Section 5 gives the obtained results on the 11 benchmark functions using BPSO and 

NBPSO. Section 6 describes the reason of stagnation in NBPSO and follows by giving the solutions to overcome the 

stagnation in Section 7.  Section 8 gives the obtained results by two improved algorithms.  Finally, the paper is 

concluded in Section 9. 
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2. Overview of PSO Algorithm 

PSO is motivated from the simulation of social behavior. This optimization approach update the population of 

individuals by applying an operator according to the fitness information obtained from the environment so that the 

individuals of the population can be expected to move towards better solution areas. The continuous and discrete 

versions of PSO are explained below. 

 

2.1 Standard PSO (Continues Version of PSO) 

 Similar to evolutionary algorithms, the PSO technique conducts searches using a population of particles, 

corresponding to individuals. Each particle represents a candidate solution to the problem at hand. In a PSO 

algorithm, particles change their positions by flying around in a multidimensional search space until a relatively 

unchanged position has been encountered, or until computational limitations are exceeded.  

Bird flocking optimizes a certain objective function. Each particle (individual) knows its best value so far and its 

position (called as personal best or 
ibestp _  for ith particle). The information corresponds to personal experiences of 

each agent. Moreover, each particle knows the best value so far in the group among (known as global best or 

bestg _ ).  

Namely, each particle tries to modify its position (
ix ) using the following information: 

• the distance between the current position and bestp _ . 

• the distance between the current position and bestg _ . 

This modification can be represented by the concept of velocity (
iv ). The velocity and the position of each particle in 

a d -dimensional space, can be modified by the following equations [1]: 

)_()(.)_()(.)(.)1( 21 iddidididid xbestgRandcxbestprandctvwtv                                        (1) 

)1()()1(  tvtxtx ididid                                                                                                                      (2) 

where ()rand  and ()Rand are two random functions in the range [0,1], 
1c  and 

2c  are positive constants and w  is the 

inertia weight. )...,,,( 21 iDiii xxxx   represents the position of  ith particle.  The rate of the position change (velocity) 

for particle i  is represented as )...,,,( 21 idiii vvvv   .  The best previous position (the position giving the best 

fitness value) of the ith    particle is recorded and represented as )_...,,_,_(_ 21 idiii bestpbestpbestpbestp  . 
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 As a particle moves through the search space, it compares its fitness value at the current position to the best fitness 

value it has ever attained at any time up to the current time.  

There are two PSO models known as global model (or g-best) and local model (or l-best).  The equations (1)-(2) 

represent global model. In the global model, all the particles in the swarm interact with the bestg _  while in the 

local model, each particle interact with the local best particle (
ibestp _ for ith particle).  

  

2.2  BPSO algorithm 

The search space in BPSO is considered as a hypercube in which a particle may be seen to move to nearer and 

farther corners of the hypercube by flipping various numbers of bits. The moving velocity is defined in terms of 

changes of probabilities that a bit will be in one state or the other. Thus a particle moves in a state space restricted to 

0 and 1 on each dimension, where each 
idv  represents the probability of bit 

idx  taking the value 1. With this 

definition 
idp  and 

idx  are integers in {0, 1} and 
idv  , since it is a probability, must be constrained to the interval [0.0, 

1.0]. By defining a  logistic function transformation )( idvS  in equation (3),  the position will be updated according to 

equation (4).  

idvidid
e

vSigmoidvS



1

1
)()(                             (3) 

    
  01                                            

11       1()  




txelse

txthentvSrandif

id

idid                                                                                               (4) 

where )( idvS is a sigmoid limiting transformation and ()rand   is a quasi-random number selected from a uniform 

distribution in [0.1, 1.0].  

 In the continuous version of PSO, 
idv  is limited by a value 

maxv . Also in the discrete version of PSO, 
idv  is limited 

in the range of [-
maxv  , 

maxv ]. Usually  
maxv  is set to be 6. Although this setting limits the probability to be in [0.0025 

0.9975] but will be resulted in a better convergence characteristics.  

It should be noted that as standard PSO, the BPSO can be implemented through global and local models. In this 

paper, both models are used. 

 

3. Disadvantages of the BPSO 
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As mentioned in Section 2 particle in the continuous PSO are defined by 
idx  and 

idv  in which 
idx  the position of the 

particle representing a candidate solution to the problem and 
idv  describes the velocity. A big value of the velocity 

shows that the current position of the particle is not proper and there is a big distance reaching to the optimum 

position. It means that greater movement is required to reach to the optimum position (equation 2). On the other 

hand, having small value for 
idv  implies neighboring to the optimum solution for which particle velocity becomes 

zero. 

While updating of the particle position is realized in the continuous PSO by the position and the velocity 

information, in BPSO the particle position is not realized by the position and the velocity information. BPSO 

updates the velocity based on the equation 4 and consider the new position to be 1 or 0 with a probability. On the 

other hand, the value of 
idv  represents the probability of 

idx , having value of 1 or 0.  The probability is obtained by 

applying a sigmoid transformation to the velocity (equation 3) in which sigmoid transformation is a limiting 

transformation on 
idv . The sigmoid transformation function is shown in Fig. 1. 

A big value for 
idv  in BPSO does not mean a big change (movement) is needed for 

idx  . Having a big value for 
idv  

(in the direction of positive values) increase the probability of 
idx  to take the value 1 without considering of previous 

position. In the same way, having a big value for 
idv  (in the direction of negative values) increase the probability of 

idx  to take the value 0 without considering of previous position. Also, if 
idv  becomes zero, the position (

idx ) still 

will be changed, and it takes the value of 1 or 0 with the probability of 0.5. 

According to the above descriptions, the following disadvantages can be appointed to the original BPSO: 

  The first drawback relates to sigmoid function (equation 3, Fig.1). In the standard PSO there is no difference 

between a big value of 
idv  in the positive and negative direction and it just shows that the greater movement is 

required based on the previous position. However in the binary PSO, a difference is associated so that increasing 

the value in the positive direction causes bigger probability (probability of 1) for the particle position and 

increasing in the negative direction causes probability of zero. Also, in the standard PSO while the particle 

velocity for a particular dimension goes to zero, it means that particle has a suitable position in that dimension. 

While, in the BPSO using sigmoid function, the position may be changed and with the probability of 0.5, 
idx , 

takes the value of 1 or 0. 
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 The second disadvantage relates to the position updating equation (Equation 4). Updating the position  is 

performed without considering the previous position.  

The obtained results by BPSO in solving different problems show that the average cost function is improving at the 

first few iterations. It means that the algorithm is getting close to the optimal solution but as the algorithm continues 

the particles diverge from the optimal solution and may trapped in local optimum.  The reason of the divergence can 

be found in the first disadvantage explained above. When the algorithm is reached to the optimum solution, the 

probability of changing the position of the particle must be near to zero, while at this point using sigmoid function, 

the position will change by taking  the value of 1 or 0 with the probability of 0.5. This causes the algorithm not to 

converge well. 

 

 

 

Fig.1 sigmoid function  

 

4.  NBPSO Algorithm  

To overcome the first disadvantage associated with the BPSO, a proper probability function can be defined. In the 

algorithm proposed in this paper, instead of sigmoid function ( )( idVS  equation 3), Equation 5 is used which is shown 

in Fig.2.  By considering Equation 5, there is no difference between the big value of positive and negative velocities. 

In the other word, when  
idv   has a big value then )(' idVS will get a big value. Also, for 

idv  close to zero the 

probability is close to zero. 

)5.0)((2)('  idid vSigmoidVS                                                                                                                   (5) 
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It should be noted that we may use )tanh()(' idid vVS   instead of equation 5.  

To overcome the second disadvantages of BPSO, Equation 6 is substituted of Equation 4, in which a big value for 

idv  shows the position is not good and it changes from 0 to 1 or vice versa. Also a small value for 
idv , decrease the  

probability of changing the position and when 
idv  becomes zero, the position will remain unchanged. 

       

   txtxelse

txexchangetxthentvSrandif

idid

ididid





1                                               

1       1'()  

                                                                           (6) 

 

 

Fig 2. The proposed function in (5) 

 

 

 

5.  Benchmark Functions and Implementation of NBPSO 

To show the capability of NBPSO in solving different problems, 11 benchmark functions are used [16]. These 

functions are given in Table 1, where n is the dimension of the function, 
optf is the optimum value of the function 

and S Rn. The first ten functions will be minimized and the last one will be maximized.  The first seven functions 

(
1f  to 

7f ) are unimodal functions where for unimodal functions, the convergence rates of the algorithm are more 

interesting than the final results of optimization (since there are some approaches that are specifically designed to 

optimize unimodal functions). 
8f  to 

10f  are multimodal functions having many local minima and the algorithm must 
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be capable in finding the optimum solution (or a good near-global optimum) and it should not be trapped in local 

optima. The last function (
11f ) has discrete nature and  maximize 1’s in a binary string. 

 
 Table1. The 11 benchmark functions used in the experiment  

Function’s name Test Function S 
optf  

(optimum 

solution) 

1 
Sphere 
Model 

  



n

i
ixxf

1

2
1  [-100,100]n 0 

2 
Schwefel’s 

Problem 2.22 
   

 


n

i

n

ii xxxf
1 1i

2  [-10,10]n 0 

3 
Schwefel’s 
Problem 1.2 

 
2

1 1
3  

  











n

i

i

j
ixxf  [-100,100]n 0 

4 
Schwefel’s 

Problem 2.21 
   nixxf i

i
 1,max4  [-100,100]n 0 

5 

Generalized 
Rosenbrock’

s 
Function 

     



 



 

1

1

222
15 1100

n

i
iii xxxxf  [-30,30]n 0 

6 
Step 

Function 
    




n

i
ixxf

1

2
6 5.0  [-100,100]n 0 

7 
Quadratic 
Function 
i.e. Noise 

   



n

i
i randomixxf

1

4
7 1,0  [-1.28,1.28]n 0 

8 
Generalized 
Schwefel’s 

Problem 2.26 

   



n

i
ii xxxf

1
8 sin  [-500,500]n depends 

on n 

9 
Generalized 
Rastrigin’s 
Function 

    



n

i
ii xxxf

1

2
9 102cos10   [-5.12,5.12]n 0 

10 
Ackley’s 
Function 

 

  ex
n

x
n

xf

n

i
i

n
i i































202cos
1

exp         

1
2.0exp20

1

1
2

10



 [-32,32]n 0 

11 
Max-Ones 
Problem 

   )(
100

1
11 




i
ixxf  {0,1}100 100 

 
 
In applying BPSO and NBPSO on different benchmark functions, both global and local model are used and a 

comparison between two models is carried out. The implementation of both models in BPSO and NPSO is as below. 

5.1 The use of global model in BPSO and NBPSO  



H. Nezamabadi-pour, M. Rostami-shahrbabaki, M.M. Farsangi, “Binary Particle Swarm Optimization: challenges and New Solutions”, The 
Journal of Computer Society of Iran (CSI) On Computer Science and Engineering (JCSE), vol. 6, no. (1-A), pp. 21-32, 2008.  

 9

To implement the BPSO and NBPSO on different benchmark functions, the following setting is used.  

In the local model, the neiburhood is considered to be 3.  For the first ten function, the dimension size is set to be 

5n  by considering a string length of 15 bits for each dimension (the dimension of each particle is 75). The number 

of iteration is considered to be 70, which is the stopping criteria.   

For 
8f  to

10f , the number of population is 50 and the number of iteration is considered to be 70. The max-ones 

problem (
11f ) maximize 1’s in a binary string. A string length of 100 bits is used in this paper. 

The parameter in (1) must be tuned where, in this paper, 221  cc  , 6max v  and the weight w  is decreasing 

linearly from 0.6 to 0.2.   

Finding the optimum solution is based on 50 independent runs under different random seeds.   The average best-so-

far and the average mean fitness of each run are recorded and averaged over 50 independent runs. To have a better 

clarity, the convergence characteristics in finding the solution for some of the benchmark functions listed in Table 1 

are given in Figs. 3-7.  

 

 
Fig. 3.  Convergence characteristics of BPSO and NBPSO on 

1f  in global model 

 a: average mean fitness;  b: average best-so-far.  
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Fig. 4.  Convergence characteristics of BPSO and NBPSO on 

4f  in global model 

 a: average mean fitness;  b: average best-so-far.  
 
 
 

  
Fig. 5.  Convergence characteristics of BPSO and NBPSO on 

7f  in global model 

 a: average mean fitness;  b: average best-so-far.  
  

    
Fig. 6.  Convergence characteristics of BPSO and NBPSO on 

9f  in global model 

 a: average mean fitness;  b: average best-so-far.  
 
 



H. Nezamabadi-pour, M. Rostami-shahrbabaki, M.M. Farsangi, “Binary Particle Swarm Optimization: challenges and New Solutions”, The 
Journal of Computer Society of Iran (CSI) On Computer Science and Engineering (JCSE), vol. 6, no. (1-A), pp. 21-32, 2008.  

 11

  
Fig. 7.  Convergence characteristics of BPSO and NBPSO on 

11f  in global model 

 a: average mean fitness;  b: average best-so-far.  
 
  

The results shown in Figs. 3-7, reveal the difficulties associated by BPSO and rapid convergence of NBPSO 

supports our explanation in Sections 3-4   . As can be seen in Figs.3-7, the average mean fitness in BPSO did not 

converge to the optimum solution and is improved significantly by NBPSO. Also, NBPSO makes a significant 

improvement in average best-so-far comparing to BPSO.  

 

5.2 The use of local model in BPSO and NBPS.   

The same setting as global model  in subsection 5.1 is used for local model in BPSO and NBPSO for different 

benchmark functions. Once again the obtained results by local model of both algorithms show that NBPSO performs 

better than BPSO in terms of convergence rate. The convergence characteristics of
9f  is shown in Fig. 8. 

 

  
Fig. 8.  Convergence characteristics of BPSO and NBPSO on 

9f  in local model 

 a: average mean fitness;  b: average best-so-far.  
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5.3 Comparison of local and global models in NBPSO   

To have a comparison between the local model and global model of PSO, the convergence characteristic of 
6f  

(unimodal function) and 
9f  (multimodal function) are shown in Fig. 9-10.  These figures show that the global model 

finds the optimal solution faster than local model. This is because of the nature of two algorithms. In the global 

model, all particles in the swarm follow the best particle (global best) while in the local model, each particle interacts 

with the local best particle.  Therefore it is expecting that the convergence rate of global model is faster than local 

model. 

Comparing of Fig. 9 and Fig. 10 reveal that using the global model for the unimodal function is much better due to 

having fast convergence rate while using the local model for the multimodal is better than global model. Fig. 9 

shows the reason. Multimodal functions having many local minima and the algorithm may trap in a local optimum. 

Therefore using the local model helps the algorithm to escape from local optimum and give a better solution. 

 
 

  
Fig. 9.  Convergence characteristics of BPSO and NBPSO on 

6f  in global model and local model 

 a: average mean fitness;  b: average best-so-far.  
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Fig. 10.  Convergence characteristics of BPSO and NBPSO on 

9f  in global model and local model 

 a: average mean fitness;  b: average best-so-far.  
 
 
 

Table 2 shows the comparison between BPSO and NBPSO on benchmark functions using global and local models.  

The results are average over 50 runs and the average best-so-far, the average mean fitness function and the median 

of the best solution in the last iteration are summarized in Table 3. 

Table 2. Comparison between BPSO and NBPSO on benchmark functions where “Ave.best” indicates the average 
best-so-far found in the last iteration, and “Ave.fit” stands for the average mean fitness function. 

benchmark 
function 

Global modelLocal model 
BPSO NBPSOBPSO NBPSO 

Ave.fi
t 

Ave.bes
t 

Media
n

Ave.fi
t

Ave.bes
t

Media
n

Ave.fi
t

Ave.bes
t 

Media
n 

Ave.fi
t 

Ave.bes
t 

Media
n 

F1 1.534E4 69.132 71.9760.04400.04400.00351.504E486.493 87.149 599.139 0.3614 0.0114 
F22210 1.259 1.2700.01740.01740.00822219.21.401 1.456 8.913 0.0231 0.0076 
F34.69E4 66.436 62.48424.94324.94354.9994.679E497.187 92.794 2004.4 10.683 5.205 
F482.443 6.082 5.9350.28870.28850.198381.8586.940 7.165 5.4800 0.6893 0.4181 
F56.115E7 735.158 584.95155.80155.804.5085.910E71095.8 925.61 2.272E6 17.577 7.988 
F615274.2 65.359 65.5730.68190.68190.597015367.387.514 80.169 543.68 0.7335 0.6541 
F710.450 0.7948 0.83522.7270.39470.394010.3590.8101 0.7904 3.223 0.3990 0.4037 
F8-224.86 -2000.3 -2002.3-2040.3-2040.3-2060.3-244.74-1973.4 -1963.3 -2094.0 -2094.4 -2094.8 
F988.747 9.256 9.2503.6923.6923.28888.9499.683 9.796 7.234 2.135 2.261 
F1020.730 5.522 5.4820.48210.48210.071620.7536.001 5.902 2.488 0.5734 0.1625 
F1159.098 80.22 8099.399.39957.7578.82 79 100 100 100 

 
  

 

Based on the results shown in Table 2 and Figs. 9-10 the following can be concluded: 

 Using global model for unimodal functions performs a better and faster solution than local model. 

 Using local model for multimodal functions performs a better solution than global model. 
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 NBPSO may fell into a local optimum early in a run for both global and local models on some optimization 

functions. In the other word, the algorithm approaches the neighborhood of the global optimum but for some reasons 

it fails to converge to the global optimum.  The reason is investigated in the next Section. 

 

6.  Stagnation and Premature Convergence of NBPSO in Local and Global Model 

The reason of trapping the NBPSO in local optimum can be found in standard PSO. Standard PSO may converge at 

the early stage: the best particle moves based only on the inertia term since gbpbP ig  at the time step when it became 

the best. Later, its position may improve where gbpbP ig   holds again. Also, its position will worsen where it will 

be drawn back to gbpbi   by the social component.  Therefore, it is possible for the inertia weight to drive all 

velocities to zero before the swarms manage to reach a local optimum.  When all the particles collapse with zero 

velocity on a given position in the search space, then the swarms have converged, but this does not mean that the 

algorithm has converged on a local optimum.  It merely means that all the particles have converged on the best 

position discovered so far by the swarm. This phenomenon is referred to as stagnation [13]. Thus; it is possible for 

the standard PSO to converge prematurely without finding even a local optimum.  

The same thing will happen for NBPSO. When all particles are moving toward the best position ( gP ), the velocity of 

the particles become zero. Then the probability of changing the position becoming zero based on equations 5-6. This 

phenomenon can be referred to as stagnation in NBPSO. 

7.  Improvement of NBPSO 

Two different suggestions are given to improve the NBPSO algorithm. The first one is to improve the standard PSO, 

resulting in improvement of NBPSO. The second one, NBPSO will be improved directly in the discrete space 

without considering standard PSO. These two methods are described below. 

7.1 Improvement of NBPSO by improvement of standard PSO 
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The Guaranteed Convergence PSO (GCPSO) was introduced by Van den Bergh and Engelbrecht [13] to address the 

issue of premature convergence to solutions that are not guaranteed to be local optima. The modifications to the 

standard PSO involve replacing the velocity update equation 2 of only the best particle (
gP ) with the following 

equation: 

 )21)(()()()()1( ,,, randttPtxtwvtv gdddd  
                           (7) 

where the index of the best particle with the best position in the population is represented by the symbol   .  The 

first sentence of equation 7 is the same as equation 1. The second and the third sentences ( )()(, tPtx gdd  
) replace 

the particle   with 
gP .  The last sentence performs a random search around  

gP  with a radius  )(t  where defined 

as follows: 
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where cs and cf  are tunable threshold parameters. 

A failure happens when )1()(  tPtP gg
 otherwise success will happen. Whenever the best particle improves its 

personal best position, the success count is incremented and the failure count is set to 0 and vice versa. The success 

and failure counters are both set to 0 whenever the best particle changes. These modifications cause the best particle 

to perform a directed random search in a non-zero volume around its best position in the search space. 

The above modification can be applied to NBPSO to improve the algorithm.  The obtained algorithm denoted as 

“Guaranteed Convergence BPSO” (GCNBPSO).  

7.2 Improvement of NBPSO in the discrete space 

To improve the NBPSO in the discrete space, the equation 5 can be replaced by the following equation: 

) tanh()1(           

)(').1()(''

id

idid

vAA

vSAAvS



                           (10) 

where A  is a factor that prevents the stagnation of the algorithm.  The equation 10 is shown in Fig. 11. As explained 

before, when all particles are moving toward the best position (
gP ), the velocity of the particles becomes zero. Then 

the probability of changing the position becoming zero based on equations 5. Now by considering equation 10, if the 

velocity of the particles becomes zero the probability of changing the position is A . This modification gives a 
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chance to the algorithm not to trap in the local optima and search for a new solution. This modification is similar to 

the mutation operator in evolutionary algorithm. It may comes to mind that considering A  as a constant parameter is 

not good and it should be changed properly based on the changes in the algorithm. It the other word, when the 

algorithm is trapped in local minima, the value of A  should be increased otherwise A  should be decreased. 

Therefore A  can be a variable parameter by the following equation: 

)1( T

F

ekA


                                (11)  

Where k  is a constant parameter and T  is a time constant that defined based on the dimension of the algorithm.  F  

is failure counter. A failure happens if the best particle does not improve its personal best position, or 

when )1()(  tPtP gg
. Therefore, when failure happens then F is incremented and when success happens F is set to 

0. when 0F  then A  becomes 0. That means that if the algorithm is not trapped in a local minima, the mutation 

dose not apply to the algorithm and in fact NBPSO algorithm finds the solution. 

This improved version of NBPSO is denoted as “Improved NBPSO” (INBPSO). 

 

Fig 11. The proposed function in (10) 

 

8.  Comparing of Convergence Characteristic of NBPSO, GCNBPSO and INBPSO 

Once again the benchmark functions listed in Table 1 are used to investigate the capability of the two improved 

version of NBPSO explained in Section 7. The same settings as before (Section 5) are used. Also, k  and T are 

considered to be 1 and 1200, respectively.  Both local and global model of PSO are applied. The obtained results are 

averaged over 50 runs. Table 3 summarizes the final results of GCNBPSO and INBPSO of global and local models 

in comparison with NBPSO.  
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To have a better clarity, the average best-so-far of a few benchmark functions in finding the optimum solution over 

50 independent runs are illustrated in Fig. 12.  

Table 3. Comparison among NBPSO, GCNBPSO and INBPSO on the benchmark functions where “Ave.best” 
indicates the average best-so-far found in the last iteration, and “Ave.fit” stands for the average mean fitness 

function 
functio

n 
Global modelLocal model 

Ave.best MedianAve.bestMedian 
NBPSOGCNBPSO INBPSO NBPSOGCNBPSOINBPSONBPSOGCNBPSOINBPSO NBPSO GCNBPSO INBPSO 

F1 0.04400.0145 4.65E-5 0.00354.65E-54.65E-50.361458.93 4.65E-5 0.0114 44.14 4.65E-5 
F20.01740.0039 0.0015 0.00820.00210.00150.02310.9942 0.0015 0.0076 1.0191 0.0015 
F324.94356.5817 0.3117 4.9990.30790.000110.683107.64 1.6723 5.205 110.56 0.1966 
F40.28850.1568 0.0065 0.19830.03350.00300.68935.6525 0.0034 0.4181 5.4933 0.0030 
F5155.8072.282 55.924 4.50843.95263.995817.5771087.8 3.8151 7.988 504.92 3.7715 
F60.68190.6081 0.5721 0.59700.56630.50650.733566.851 0.2944 0.6541 53.970 0.2659 
F70.39470.3839 0.4114 0.39400.37730.42210.39900.7523 0.4021 0.4037 0.7519 0.4112 
F8-2040.3-2048.0 -2094.6 -2060.2-2064.3-2094.7-2094.4-1937.0 -2094.7 -2094.8 -2094.8 -2094.8 
F9 3.69222.7735 1.0343 3.2880 2.2358 1.23752.13567.5362 0.8221 2.2610 7.3436 0.9949 
F100.48210.1864 0.0039 0.07160.00640.00390.57344.3652 0.0039 0.1625 4.9097 0.0039 
F1199.399.66 100 9910010010089.66 100 100 90.5 100 

 
 

  
                                               (a)                                                                                      (b) 

  
                                               (c)                                                                                      (d) 



H. Nezamabadi-pour, M. Rostami-shahrbabaki, M.M. Farsangi, “Binary Particle Swarm Optimization: challenges and New Solutions”, The 
Journal of Computer Society of Iran (CSI) On Computer Science and Engineering (JCSE), vol. 6, no. (1-A), pp. 21-32, 2008.  

 18

Fig. 12.  Average best-so-far of NBPSO, GCNBPSO and INBPSO on a few benchmark functions a: 
3f ;  b: 

5f ; c: 

8f  and  d: 
10f  . 

 
 
 

Fig. 12 shows that the GCNBPSO and INBPSO improved the performance more than NBPSO. Also, it is quite clear 

that the performance of INBPSO improved much more than GCNBPSO. Furthermore,  Fig. 12 reveal  that while 

GCNBPSO algorithm as well as NBPSO algorithm are trapped in the local minima and converged prematurely, 

INBPSO algorithm still is searching for the new solutions.  

Furthermore, Table 3 show that not only the local model of GCNBPSO does not improve the performance in 

comparing with NBPSO but also it is worsening the performance. Both local and global models of INBPSO have 

improved NBPSO’s performance significantly. Also, both local and global models of INBPSO, reach to similar 

solution. Therefore, the global model of INBPSO can be used instead of the local model due to the simplicity of the 

global model. 

 

9. Conclusion 

This paper addressed the PSO algorithm in depth and explained why the standard PSO and binary version of PSO 

cannot perform well in solving some problems. There are some disadvantages with the original BPSO that makes the 

algorithm not to converge well. In view of these difficulties associated with BPSO, this paper proposed an improved 

version of BPSO denoted as NBPSO. 11 benchmark problems used to evaluate the proposed algorithm (NBPSO).  

The obtained results show that, the NBPSO performing much better than BPSO. 

Unfortunately, NBPSO as well as BPSO appeared to become trapped in a poor local optimum and unable to escape 

from it on some optimization function. This leads the algorithms to premature convergence.  In view of this, two 

different methods are suggested to prevent the stagnation of the algorithms. One of these methods improves NBPSO 

through the concept of GCPSO. The improved version denoted as GCBPSO. The other improvement is achieved 

through a small change to the NBPSO. The new resulted version of INBPSO denoted as INBPSO. To validate 

GCPSO and INBPSO, a few experiments are carried out.  It is very encouraging that INBPSO for both local and 

global models is capable of performing better than GCPSO and NBPSO in view of better convergence rate.  
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