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Multienvironment probabilistic P systems provide a frarngwof specification for modeling popula-
tion biology. It has been used to model real ecosystems imgehensible, modular and probabilistic
way. However, simulators are needed for virtual experigugn. Hence, the development of correct
simulation algorithms becomes a critical point. In this graye present a formal verification of a new
algorithm of simulation designed for this kind of probadtic P systems.

Keywords P systems; biological modeling; formal verification.

1. Introduction

Modeling biological, chemical and physical phenomena leenbin the last years, a trend
to analyze, describe and understand the intrinsic knovelefithese complex systems. Fur-
thermore, computational formal models have been used adgayiools for improving the
development of experiments in many empirical sciencedigsense, P systems have been
used as a modeling framework for systems biology and padpuldiynamicg1, 6]. P sys-
tems are theoretical computational devices defined in the dieMembrane Computing,
first introduced by Gh. Paun in 1998.

Recently, a P systems based general framework for modetiogystems dynamics
was presented ifi]. This computational modeling framework has been emplogedeal
ecosystems, such as the scavenger birds in the CatalareRgiZrand the zebra mussel in
Ribarroja reservoir (located in Tarragona, Spgin)t is noteworthy that the development
of these models has been supervised by expert ecologistsméntioned framework is
based on multienvironment probabilistic P systems. Thepedations of these P systems
behave non-deterministically, according to probabdistinctions that follow, as recom-
mended by experts, the binomial distribution. Moreoveg, tiodularity of these models
also enables to easily adding or removing new ingredierdscharacteristics.
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The aim of this P system based modeling framework is to hepetiologists to adopt
a priori strategies in the real systems by executing virtual expamnts1 Therefore, the de-
sign of simulators and other related software tools becar@#ical point in the process
of model validation, as well as for virtual experimentatidhus, a software tool, based on
pLinguaCore library3], was developed and presentediip

In this paper, we present a formal verification of a new sitiataalgorithm called
DNDP, in the sense that we prove that for each computation stepmilitiset of rules
selected to be applied HYNDP algorithm is maximally consistent (this notion will be
explained later), and we also prove tiNDP correctly generates the next configuration
obtained after the simulated step. This kind of formal cliragks important in order to
properly simulate the mentioned models based on probtbitsystems.

The rest of the paper is structured as follows. Sec®describes the modeling frame-
work based on probabilistic P systems. Sec8aepicts the details of thBNDP simulation
algorithm. In sectio we show a formal verification of the algorithm. The paper emitls
some conclusions and ideas for future work.

2. A Computational Modeling Framework

First, let us define the syntactical specifications of a Pesystbased framework for popu-
lation biology, bringing in additional features, such adéxtical charges which turn out
to be quite convenient for handling some specific featurestiatter way.

A multienvironment probabilistic functional P system wiétttive membranes of degree
(¢,m) taking T' time units can be viewed as a collectionrafconnected environments
e1,...,en (the structure of connections is given by the arcs from actiegraph) such
that each environment; contains a probabilistic functional P system with activenme
branes of degreg I1; = (I', i, Rir, { frj : 7 € R}, {M;;: 0<i<q—1}). All 1T,
for j = 1,...,m, share thesame skeletqr(T', u1, Ry1); each rule of the system has asso-
ciated a probabilistic functiorf, ;; and the tupleM, ;, ..., M 1 ; describes the initial
multisets.

Definition 1. A multienvironment probabilistic functional P system vatitive membranes
of degreg(q, m) with ¢ > 1, m > 1, takingT time units,I" > 1, is a tuple
(G7F727T7M7RE7RH7{f’F,j Tre RH71 S] S m}v{Mlj : 0 S % S q— 17 1 S] S m})
where:
e G = (V,9) is a directed graph such thdt:,z) € S, for eachx € V. The
elements of the s&f = {ey, ..., e, } are called environments;

e T'is the working alphabet an@l G T' is an alphabet representing the objects that
can be present in the environments;

e T'is a natural number that bounds the number of steps of themsydn some
sense, it indicates the look-ahead time that we will work witthe modeling;

aDetails about the use of charges in the models are out of tpesuf this paper, see e[d].
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e 11 is a membrane structure (that is, a rooted tree) consistingroembranes injec-
tively labeled withD, 1, ..., ¢ — 1. The skin membrane is labeled with 0. We also
associate electrical charges with membranes from thg¢&et, —};

e Rp is afinite set of communication rules between environmdrtsedorm:

LICR R I
(f)ej AN, (yl)eh .. (yh)ejh

wherex,y1,...,yn € %, (ej,e5) € S (I = 1,...,h) andp ..., IS @
computable function ranging ové®, 1] and whose domain i$1,2,...,7}. If
D(zj,ir...5n) (t) = 1, for eacht, then we omit it. These rules verify that for each
environmente; and for each object € X, the sum of functions associated with
the rules fromR g whose LHS (left-hand side)(is)., coincide with the constant
function equal to 1;

e Ry is afinite set of evolution rules of the form w [v ¢ — u' [ v/ % where
u,v,u’,v" are multisets over', i € {0,1,...,¢q — 1}, anda, o’ € {0,+,—};

e For eachr € Ry and for eachj, 1 < j < m, f.; is a computable func-
tion such thadom(f, ;) C {1,...,T}, andrange(f- ;) C [0,1] verifying that
Son_y frn,i(t) =1, foreacht, 1 <t < T, wherery,...,r. are the rules from
R whose LHS is the same as

e Foreachi, 0 <i < ¢ —1andforeachj, 1 <j <m, M, are strings over,
describing the multisets of objects initially placed in theegions ofll;.

The configuration of the system at any instant is a tyglé, ..., C™) whereC’ is
the configuration of the environmeat at that moment, that is, the tuple of multisets of
objects present in the environmentand in they regionsof 11;, together with their respec-
tive polarizations. The tuplg®, Mo 1,..., Mg—1,1)s. ., (0, Mo m, ..., Mg—1.,)) With
neutral polarizations in every membrane, is the initialfration of the system.

Rules are applied as follows:

P(x,4,415---0n)
" (

e When a communication ruler)., yl)ej1 ...(yh)ejh is applied, ob-
ject x passes frome; to e;,, ..., e;, possibly modified into objectg,, ..., yx,
respectively. In any moment 1 < ¢ < T, communication rules will be maxi-
mally applied to all available objects occurring in the LHSsome rule ofRg
(the selection is done according to the probabilities ofrthies).

o Arule u[v]* — w/[v]* is applicable to a membrane labeled bgnd with o
as electrical charge, if multiset is contained in the father of membrahand
multisetv is contained in the membrane labeled:ihyavinga as electrical charge.
When that rule is applied, multiset(resp.v) in the father of membrang(resp.
in membrane) is removed from that membrane, and the multisefresp.v’) is
produced instead, setting the charge of membidae.’.

e The rules of each P systelh; are applied in anaximal consistent paralleay;
that is, a maximal multiset of applicable rules is selectat¢rding to their as-
sociated probabilities), keeping in mind that for eacke {0,1,...,¢ — 1}, all
applicable rules of the type[v]> — u'[v]" selected to be applied must agree on
the chargey’ of the RHS (consistence).



110 M. A. Martinez-del-Amor et al.

We assume that a global clock exists, marking the time fomthele system (for its
compartments), that is, all membranes and the applicafiah mules are synchronized.

3. The DNDP Simulation Algorithm

In this section we describe the design and the pseudocodeeddNDP (Direct Non-
deterministic Distribution with Probabilities) simulati algorithm. Its aim is to overcome
the disadvantages of the algorithm introducefl jnthat restricted the variety of P systems
models that could be correctly simulated. The input is a iNironment probabilistic
functional extended P system with active membranes of @€gre.), takingT time units.
The algorithm simulates only one computation of the P sygtatually, onlyT” transition
steps), by executing rules in a non-deterministic maxirabtstent parallel way.

Next we show the pseudocode of ARDP algorithm.

Input: A multienvironment functional P system with active memlasof degreéq, m)
with ¢ > 1, m > 1, taking7 time units, 7" > 1.

1. Cp < initial configuration of the system

2:fort < 0toT —1do

3: C{ «— C

4:  Initialization

5. First selection phasegenerates a multiset abnsistenapplicable rules.

6:  Second selection phasgenerates a multiset afiaximal consisterdpplicable rules.

7:  Execution of selected rules

8: CtJrl — Cé

9: end for

Roughly speaking, the simulation of each transition stegivgled into two phases:
selectiorandexecutionIn the first one, a multiset of maximally consistent apfieaules
is calculated. In the last one, the rules in the multiset ppied to the configuration, each
one as many times as indicated by their multiplicity. Notat tidding new objects before
finishing selection phase could mislead the algorithm ymgldhconsistent states, since the
algorithm could use such new objects for triggering ruleshef P system that were not
supposed to be applied until the next transition step. Catiod is another feature to be
taken into account, in the sense that left-hand sides ofules consist of several objects
“cooperating” to activate the rule. Moreover, if there anées with overlapping left-hand
sides, then they will compete for the common objects. Tleegfthe algorithm should
efficiently perform an object distribution.

Finally, execution phase will add the RHS (right-hand siafehe rules in the maximal
consistent applicable multiset of rules to the configura@i§. At the end of the process,
C} is actually the next configuratiafi;;: the LHS of rules has been removed in the first
and second selection phases, and the RHS of rules is addezléxécution stage.

Let us now describe the pseudocode of the four main modulieatigorithm.

First of all, in order to simplify the selection and executiphases, théitialization
process constructs two ordered set of rulésand B;, gathering only rules fronkz and
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Ry applicable in environment;, and having a probability greater thén

Initialization
1: Ry < ordered set of rules dit
2: for j «+ 1tomdo
3.  Rpg,; « ordered set of rules fromk ; related to the environmerjt
4: A, < ordered set of rules from g ; whose probability at the moments > 0
5:  LC; <« ordered set of pair§abel, charge) for all the membranes fror@'; contained in the
environment;

. for each(h,a) € LCj (following the considered ordedo
8: B; < BjU ordered set of rules[v];; — u/[v/]i from Ry; whose probability at the
momentt is greater tha for the environmenj
9: end for
10: end for

The selection process is split into two phases, followirgydiesign of the DND (Di-
rect Non-deterministic Distribution) algorithm introdestby Nguyen et al. ifd]. Thefirst
selectionphase generates a multiset of consistent applicable nvtesie the number of
times each rule will be applied is randomly calculated byning a binomial distribution
according to their associated probability function, ad&ixed below. Thesecond selection
phase eventually increases the multiplicity of some ofehedes, obtaining a multiset of
maximal consistent applicable rules.

First selection phase ¢onsistenc
1: for j «+ 1tomdo
2:  R; <« the empty multiset

3.  D; <+ A; U B; with arandom order
4:  for eachr € D; (following the considered ordedo
5: M <+ maximum number of times thatis applicable taC}
6: if r is consistenwith the rules inle- A M > 0then
7: N + maximum number of times thatis applicable ta’}
8: n <= min{M, Fy,(N, fr;(t))}
9: C{«+ C}{—n-LHS(r)
10: Rj +— R U{(r,n)}
11: end if
12:  endfor
13: end for

In the first selection phase, a multiset of consistent apple&rules, denoted b; for
each environmern, is calculated. First, a random order is applieditoU B;, and stored
in an ordered sebD,. Moreover, a copy of the configuratia, calledCy, is created and it
is updated each time that a rule is selected (removing the LHS

Then, a rule- is applicable if the following holds: it is consistent withet previously
selected rules iR;, and the number of possible applicatiahSin C; is greater thar.
On the one hand, sin@g, has been updated by the previously selected rules, the mumbe

b According to the order iD;.
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n cannot exceed/ to guarantee a correct object distribution. On the othedhérthe
generated number is 0, the corresponding rule is also added to the multisgtgiving a
new chance to be selected in the next phase (maximalityyefdre, we will handle the
“multiset” of rulesR; as a set of pairge, y) wherex € D; andy is the number of times that
x is going to be applied (eventually= 0). We will denoteR;? ={reD;: (r,0) € R;}
andR} = {r € D;: (r,n) € Rj, n > 0}.

In the second selection phase, rules frédnare checked again in order to achieve
maximality. If one ruler € R; has a number of applicatiod$ greater thar) in C;, N
will be directly assigned to the rule Rules fromR; are iterated in order according to
the probabilities for fair object distribution. Note thates inR? are also checked, so the
condition of consistence has to be tested again.

Second phase of rules selectiom{aximality)
1: for j «+ 1tomdo
2:  R; <+ R; with an order by the rule probabilities, from highest to Iste
3. for each(r,n) € R; (following the selected ordedo
4 if n > 0V (ris consistentith the rules inle-) then
5: M <+ maximum number of times thatis applicable taC}
6: if M > 0then
7. Rj%RjU{(T,MH*
8 Cy+ C,— M- -LHS(r)
9

end if
10: end if
11:  end for
12: end for

In order to complete the simulation of the computation stiep Jast phase (execution)
takes care of the effects of applying the rules selecteddrptbvious phase: updating the
charges according to the RHS of the rules and adding the segesbjects.

Execution of selected rules
1: for j «+ 1tomdo

2:  for each(r,n) € R; withn > 0 do

3: C}+ C,+n-RHS(r)

4: Update the electrical charges@f according toRH S(r)
5. end for

6: end for

4. A Formal Verification

Let us start by analyzing the first selection phasméistenck Its goal is to select a mul-
tiset of applicable rules faf;, trying to capture the stochasticity of the system.

4.1. Verification of the first selection phase (consistence)
This module receives as input:

e A numbert (0 < ¢t < T — 1), that indicates the step of the computation that is
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being simulated (actually, stepf the main loop oDNDP algorithm refers to the

(t + 1)-th step of the P system computation).

A number; (1 < 5 < m), representing which environment is being considered.

e (', the configuration at timeof the simulated multienvironment functional prob-
abilistic P system with active membranes of dedigen).

e The set4; of all rules fromR g applicable on environmeaj and having a prob-
ability at timet strictly greater than O.

e The setB; of all rulesr € Ry applicable onll; such that their probability is
strictly greater than 0.

The output generated by this module is a multiset of rlidesind a configuratiod’;.
The following theorems formalize the concept of correc¢rtbat we want to prove for
this module:

Theorem 2. The multiset of rules?; is applicable toC;, and the result of removing the
objects consumed by those rulegfs

Theorem 3. There exists a maximally consistent multiset of applicables for C; that
can be obtained fron&;. That is, any rule that does not appearity, cannot be consis-
tently applied taC;.

Before proceeding with the details of the formal verificatitet us re-label the module.
1 Ciy «+ Cy
2: Rj’() — 0
3 D; « A;UB; ={r{,...,r]} with arandom order(r{ < --- <r{ )
4: for « <~ 1tos; do

5 M} + maximum number of times thaj, is applicable ta”} , ,
6: if rJ is consistenwith the rules inR} , ; A M7 > 0then
7 N? + maximum number of times tha{, is applicable taC,
8: nd, < min{M?, F},(NJ, fra ()}
o: Clo+ Cloaq—ni-LHS(r])

10: Rj,a — Rj7a_1 @] {<TZ¥, né)}

11:  else

12: Cio+ Cla

13: Rj,a — Rj7a_1

14:  endif

15: end for

wheref,; ;(t) stands for the probability of applying rulé at timet.
Remark 4. We shall use the following notation.

e [(Rjp)={r: In({rn) € Rjn)}

. Ryl‘,,h ={r:3n>0((r,n) € Rjn)} |

e M = maximum number of times that rul¢ can be applied to configuration
Ct/.hfl'
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° N,{ = maximum number of times that rulg can be applied to configuratiof;.

Let us consider the following formula(«), for anya (o = 1,. .., s;).

VB(1<B<a =
[rﬂ €D; —Il(Rj,a) = (TB is not consistent witt; , _,) \/(Mﬂ =0)] A
[(rﬁ,nﬁ) €Rj0 = (rﬁ is conS|stentW|tfR1’ )/\M >0 Anjp < M]
(Cl, _Owiﬂ 1 ”5 LHS(%)) N Rjp=Rjp U{<Tﬁ7nﬁ>}])

Theorem 5. Vo (1 < a < 55) = ¢(a).

Proof. By induction ona. For the base case, let € D;. In this caseR!, = R? = 0.
Thus, is clearly consistent WithR’ . Moreover,N7 > M > 0.

o If M{ =0thenwe have’] | = C}, = C;, andR;,1 = Rjo =0
o If M{ > 0thenni = min{Fy(N, f,; ;). M{},C{, = C{o—ni-LHS(r{), and
Rjp = {(r},n)}
Thus,p(1) follows.
Let « be such thal < o < s; and let us suppose that the formyléx) holds. Lets
besuchthat < g < a+ 1. ‘ _
Let us suppose < 8 < a. If 1 € D; — (Rjat1), thenr;, € D; — I(R;o) and, by
applying the induction hypothesis, we have eitl*fg'rs not consistent wittk! i1 0r 7"5 is
consistent withR} andMg =0.If r{g € I(Rj ot1) then

e Case 17% € l(Rj.«). In this case all properties are deduced from the veracity of
pla). -

o Case 2r} € l(Rja+1) — l(Rja). Inthis case({r,, nj;) should have been added
to the setR; 41 at the stepy + 1. But this is not possible because< g < a.

Let us suppose now thgt= « + 1. Then, we distinguish two cases.

o Caselr! , € D;—I(Rja1)andr’ ., isconsistentwittR! .. ThenM? , =0
because on the contrary we ha\igH € l(Rj,a+1) according to the semantics of
the algorithm (more precisely, we halig o +1 = Rj.o U {(r}, 11,70 1)})-

e Case 2!, € I(Rja+1). In this case, that rule has been added to the set
l(Rj ot1) because, ,, is consistent witR} , andM7 > 0. Moreover, we have:

)y = min{ Fy( a+1’f I j) ML}, Cios1=Cla— a+1 -LHS(r a+1)
andRj o1 = Rja U{(r)1 a+1>} |

The previous theorem implies that, in particular, the folama(s;) holds.
Letus denoteR; s, = {(rs,,n6,),-- -, (Ts,, N5, )}, wherel <6; <--- <5 <55
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Proposition 6. The set of rulegrs,, ..., 75, } IS consistent, that is, for any pair of rules,
if their LHS refer to the same membrane label and charge {(e/@.]¢ andv’ [ v |¢), then
both RHS must agree on the new charge (&/g.v” | andu [v" ]2).

Proof. Since the formulg(s;) holds, we deduce

VB ((1<B<s;Argel(R),,)) = rpisconsistent withR} ; ;)

HenceVi (1 <i <k = 1y, is consistentwit{rs,,...,7s,}) m|

Proposition 7. For all 7,1 < i < k we have:

CL& =Cis,_, —ns, - LHS(rs,) N Vv (0i-1 <7< = C’ffﬁ =Cis,,)

Proof. (Sketch) The proof can be easily deduced from Thedgtaking into account that
rs, € I(R;s,), foreveryi, 1 <i < k,andvy (0; 1 <v <& = r, ¢ [(R;s,)). O

)55

%
Corollary 8. Forall i, 1 <i < kwe haveC; ; = C; — | Jns, - LHS(rs,).
h=1

Proof. (Sketch) The proof follows from propositighreasoning by induction. O

Corollary9. Cj, =Cjs =Ci— | n,-LHS(r).
TGRJ’,SJ-

Proof. From Corollary 8, we haveC;; = C; — U n, - LHS(r). Moreover,
TER;.s;

Vy (o < v <s; = C}, = Cj; ). Indeed, lety be such that, < v < s;, then

v € Dj — I(Rj;,s,). Having in mind the formulg(s;) is true we deduce that rulg is not

applied at the current configuration at the stepienceC; |, = Cj 5 . O

Corollary 10. The multiset of ruledz; . is applicable in a consistent manner to the con-
figurationC.

Proof. Itis enough to notice that for all 1 < i < g, the ruler;, is applicable tcCt”(SH
and consistence is always checked before adding a newpains,) to R, 5, . O

Note that the proof of Theorehfollows from Corollary9 and Corollaryl0.

Proposition 11. If » € D; — I(R;s,) then the ruler is not applicable in a consistent
manner to the configuratio@y , .

Proof. From Corollaryd we haveC; , = C; — U n, - LHS(r). Since formulap(s;)
TGRJ’,SJ.

holds, we deduce thatifs € D; — I(R;,s,) then eithen is not consistent witlR} , ,

or g is consistent Witerl.,Bf1 andMg =0. 0



116 M. A. Martinez-del-Amor et al.

From this last result we deduce that in order to determinexanrea consistent multiset
of applicable rules for a configuratidt}, it suffices to take rules from the sitz; ., ) and
apply them in a maximal way. That is, we deduce that The@éawids.

4.2. Verification of the second phase of rules selection (consigtmaximality)

This module receives as input two numbeend;j (0 <t < T —1andl < j < m), like
in the previous module, and it also receives the following:

e A multiset of rulesR; ,; = {(ry,,7+,),. .., (", n+,)}, Obtained as output of
the previous algorithmic module, with an order given by thebabilities of the
rules at time, from highest to lowest.

e An intermediate configuratio6’], obtained from configuratiot; by removing
all objects consumed by the application of the multiget ..

The output generated by this module is a multiset of rilesind a configuratiod;.
The following theorems formalize the concept of correc¢rtbat we want to prove for
this module:

Theorem 12. The multiset of rules%} is maximally applicable in a consistent manner to
the configuratiorC;.

Theorem 13. The configuratiorC} obtained as output of the module is the result of re-
moving fromC; the objects consumed by the application of the muItisetIef;m}.

Before proceeding with the formal verification, let us rbdbthe algorithmic module.

1: for i < 1tok do
2. ifn,, >0V (r,, isconsistenwith R, ;) then
MﬁjH < max{number of times that,, is applicable ta”} , ., ;}
if M7 > 0 then
R i R U{r, ML)}
Cé,sjﬂ‘ — Cé,sjﬂ‘fl - Msjjﬂ‘ -LHS(r,)
else
Rgl‘,sj+i A Rgl',sJ-Jrifl
Cz,stri A Cz,sﬁzel
10: end if
11:  endif

12: end for

From the design of the algorithm we deduce this result.
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Proposition 14. The following formulay (i) is true forl < i < k:

[y, > 0 A M!

J.+i > 0 A (ry, is applicableM] . ; times toC; . i1 but notMg +i)

+1 timesA (C; sj4i Cf{,s7>+z—1 Ms +i LHS(T%))
N (Rjs;+i = R]vsj"rl—l U <7"%7ng+¢>)] v
[ >O/\Mg +2_0/\(Ct/s +i = t/s yic1) A (s, +i:Rj,sj+z‘—1)] \
[n% =0A Mj L >0A (7"7 is consistent withR; , pin 1)
A(C
AR

tsj+z: t,sj+zfl Ms 4i " LHS(r+,))

oyt = Rioy i1 Uy, M )]

Proposition 15. The multiset®} . = {(ry,, 1y, + M7 1), (P noy + ML 03
is a multiset of rules maximal conS|stent for the conflglmtam Moreover,Ct”strk is the
configuration obtained frond’; removing the objects consumed by the application of the

multiset of ruIest 4k

Proof. The maximality of the multiseR} s;+& Tollows from the construction of the multi-

pIicitiesMg +i- Letusrecallthaly ;= Cy —ny, - LHS(ry,) — -+ — 1y - LHS (1)
From Prop03|t|or14we deduce that
ts +1 — C£ 8 s +1 LHS(T%)
Cy 542 = t,s,-+1 Ms,-+2 LHS(T’YQ)

Cé si+k Cé ,si+k—1 ng+k'LHS(Tw)

Note that this proposition corresponds to a re-labellingtigorenii2and Theoreni3.
Thus, the correctness of the module follows. |

4.3. Execution of selected rules

This module receives as input, for eaclil < j < m), the configuratiorC;, s;+q and the

selected multiset of ruleg] , ., = {(ry,. 1, + ML), (ry e, + M2 ). The

outputisCy , ., which is the next configuratiof ;1.

1: for j «+ 1tom do

2. fori<1tokdo

3 Crsyrbri < Clg ibpion + (g, + Mg i) - RHS(ry,)

4: Update the electrical charges@3,4f’SJ_Jr,€+Z according toRH S(r.,)
5. end for

6: end for

From Propositiorl5 we deduce tha€; S is the configuration obtained fromf;
removing the objects consumed by the appllcat|on of the isatlbf ruIesR 5tk But
conﬁgurauorC’ 42k is obtained frorrC; o adding the objects produced by the appli-
cation of multiset of selected rule%1 (and updating the corresponding polarizations).
Thus,C; 4oy, is the configuration of the environmettobtained fronC; after the appli-
cation of the multiset of selected ruléfisj ke
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5. Conclusions

The correctness (in the sense explained in Section 4) of asimwlation algorithm for
multienvironment probabilistic functional extended Pteyss with active membranes has
been demonstrated in this paper. This new algorithm, c&iMiaP, has been presented and
formally verified. The framework for modeling populationrdymics based on multienvi-
ronment probabilistic P systems has been also described.

Finally, correct simulation algorithms are needed to dawaimulators, which are re-
quired for model validation process and virtual experiraéoh. In this sense, new simu-
lators and software tools, based on both sequential antlgdgiatforms, are under devel-
opment considering the correctness of the algorithm.

Another interesting issue is to study the way in which olgeunte assigned to rules
according to their probability. We do not deal with this ifistpaper, but it could be exper-
imentally investigated in cooperation with expert ecodtg)i
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