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Abstract- Molecular computing is viewed here as a pro-
cess of writing on molecules while they are dissolved in
water. When DNA molecules are employed, they are
used only in double stranded form and only as data regis-
ters. All computations are initialized with the same single
molecular variety. Current progress toward laboratory
prototyping of computations is reported.

1 Introduction

A vision for the future of molecular computing is sketched
here. It may be regarded as a more conventional approach
to molecular computing than other approaches currently in
progress: There is an identifiable computer. The computer,
in its initial state, consists of a volume of water in which a
vast number of identical molecules are dissolved. The molec-
ular type selected for this initialization is chosen to contain
specific distinguishable locations that can function as bistable
devices, thus representing bits 0 or 1. We will call these loca-
tions stations. Every computation begins with each of these
molecules having all of its stations viewed as representing
the same bit. As a computation progresses selected bit set-
tings are altered. Conceptually, each of these molecules isa
data register that displays the same fixed number of bits. The
collection of all these data register molecules constitutes the
memory of the computer. The role of the water is fundamen-
tal: (1) it separates the memory molecules from one another
to allow access to each one; (2) it randomizes the location of
the molecules by diffusion; (3) it allows partition of the mem-
ory into any chosen number of (approximately indistinguish-
able) parts so that different actions can be taken in each part;
and (4) it allows the rejoining of the parts. Note that aqueous
computing realizes content addressable parallel processing as
described in [F76,Chap.1].

There are many reasonable ways that the bits of the data
register molecules might be altered. If the memory molecules
are circular double stranded DNA then they can be altered at
restriction enzyme sites by cut & paste operations using re-
striction enzymes and a ligase. If the memory molecules are
proteins then they can have antibodies, perhaps with phos-
phorescent labels, attached. With complexes of nucleic acids
& polypeptides, electromagnetic radiations of various fre-
quencies might be used to alter the conformations of the
polypeptides. Here we report our pursuit of solutions to a
collection of NP-complete algorithmic problems using a cut

& paste technique as our method of writing on DNA. If aque-
ous computing is to become practical we expect it be imple-
mented not in test tubes, but perhaps in flowing capillary sys-
tems as exemplified by the PCR system of [KMM98].

The proposals made here arose in the current of DNA
computing studies generated by the electrifying work of
L.Adleman [A94]. Excellent introductory papers on DNA
computing are [A98], [Ka97] & [Am99]. The book [PRS98]
is highly recommended. The collection of papers [P98]
will be of interest in any extensive study of biomolecu-
lar computing. Researchers have found the paper [L95]
by R.Lipton to be highly stimulating and provocative. The
note by J.Hartmanis [Ha95] sounds an important warning.
The laboratory work that is reported here was stimulated by
[OKLL97] with the details stemming from [H87] & [HPP97].
Ideas presented appear in [H98] in a more relaxed form, but
with less generality and unification. For help with the bio-
chemistry see the first chapter of [PRS98], the initial sections
of [Ka97], or [HPP97]. See [M95] as a thorough backup.

2 A Single Descriptive Format for Several Clas-
sical NP-Complete Problems

Many NP-complete algorithmic problem families are readily
assimilated to a common pattern which allows a solution by a
single aqueous algorithm. Only three will be treated carefully
here. Some others are mentioned in [He98].

(1) Find the largest cardinal number for which the undi-
rected graphG = (V;A) has an independent subset of that
cardinal [GJ79,p.194]. In this notationV is the finite set of
vertices ofG andA is the family of unordered pairs of ver-
tices that constitute the arcs (= unordered edges) ofG.

(2) Find the smallest cardinal number for which the undi-
rected graphG = (V;A) has a vertex cover of that cardinal
[GJ79,p.190].

(3) For a given finite setP of Boolean variables and a finite
setU of clauses overP , does a truth setting for the variables
in P exist for which each of the clauses inU is satisfied?
[GJ79,p.38].

All these problems can be viewed as special cases of the
following algorithmic problem:

The Common Algorithmic Problem (CAP). Let S be a
finite set. LetF be a family of subsets ofS. Find the largest
cardinal number for which there is a subsetT of S which fails
to contain any of the sets belonging toF . We say that the sets



in the familyF areforbidden sets.
Problem (1) above is obtained by lettingS = V andF =A. The cardinal number desired in (1) is the cardinal number

that is the solution of the CAP.
Problem (2) above is obtained by lettingS = V and lettingF consist of the neighborhoods of the vertices ofG, where

the neighborhood of the vertexv in V is fu in V : u = v orfu; vg in Ag. The cardinal number desired in (2) is produced
by subtracting the solution of the CAP from the cardinal num-
ber ofV .

Problem (3) above is obtained as follows: For each vari-
ablep in P , let p0 be a new symbol. LetP 0 = fp0 : p in Pg.
Let S be the union ofP andP 0. Construct a subsetC 0 of S
from each clauseC in U as follows: If a symbolp appears
in C, placep0 in C 0; and if the negation ofp appears inC,
placep in C 0. ConstructF as follows: For eachp in P , placefp; p0g in F ; and for eachC in U , placeC 0 in F . Now letn
be the cardinal number ofP . Notice that the solution to the
CAP is at mostn. From this it follows that the solution to
Problem (3) is YES if the solution of the CAP isn and NO
otherwise.

3 An Aqueous Algorithm for Solving the Com-
mon Algorithmic Problem

Let S be a finite set and letF be a family of forbidden sub-
sets ofS. In order to discuss the proposed algorithm with
minimal dependence on the choice of molecular implementa-
tions, the biochemical details of the laboratory work now in
progress will be deferred to Section 4. The algorithm is given
immediately for inspection - with explanation following.

Algorithm. Initialize;
For each {s1, s2, ... ,sk} in F Do

Pour (k)
1: SetToZero( s1 )
2: SetToZero( s2 )

...
k: SetToZero( sk )

Unite
EndFor;
MaxCountOfOnes.

The validity of the algorithm follows immediately once
the actions Initialize, Pour–Unite, and MaxCountOfOnes
have been explained.

Let n be the cardinal number ofS. The molecule to be
used as the data register molecule must have at leastn sta-
tions. The elements ofS are then placed in one-one cor-
respondence with a subset of the set of stations of the data
register molecule. We Initialize to a tube of water containing
many identical data register molecule. We choose to regard
each station of each molecule as representing the bit 1. For--
Do- -EndFor has its usual meaning. Pour(k) requires that the
contents of a single tube be poured intok, (k < n), separate
tubes with equal amounts in each of thek tubes. In parallel

(or in any order): for eachi (1 < i < k), for every data regis-
ter molecule in tubei, set the bit at the station corresponding
to the elementsi of S to 0. Unite thek tubes by pouring
the contents of each into a single common tube. On arrival
at MaxCountOfOnes we have a single tube. This command
requires the determination of the largest cardinal number that
appears as the number of 1’s that remain at then stations (i.e.,
thosen that were set in one-one correspondence withS) of
any of the data register molecules.

This algorithm is a variation of the algorithm used in
[OKLL97]. If our algorithm is applied to the problem treated
in [OKLL97] then the forbidden sets aref2; 0g f0; 5g f5; 1g
& f1; 3g. The test tube is initialized (as always) to contain
only one molecular variety. The numbers of distinct molec-
ular varieties in the test tube at the completion of each pass
through the For loop are: 2, 4, 7, 12. One of these 12 provides
the solution. The procedure of [OKLL97] may be formulated
using a similar For loop. There the test tube is initialized
to contain 64 molecular varieties. The numbers of distinct
molecular varieties in the test tube at the completion of each
pass through that For loop are: 48, 40, 32, 26. One of these
26 provides the solution.

4 A Proposed Laboratory Procedure Using the
Cut & Paste Technology

In order to provide a convenient proof of concept we use as
our data register molecule one of the standard double stranded
DNA cloning plasmids commercially available. This plasmid
is a circular molecule of approximately three kilobases. It
contains a subsegment, MCS (multiple cloning site), of ap-
proximately 175 base pairs that can be removed using a pair
of restriction enzyme sites that flank the segment. The MCS
contains eight pairwise disjoint sites at which restriction en-
zymes act such that each produces a 5’ overhang of four
bases. These eight sites serve as the stations of our data regis-
ter molecules. If we obtain laboratory evidence that suggests
that problems requiring a larger number of stations might be
solved using DNA plasmids then an appropriate plasmid hav-
ing many more stations can be constructed.

The initial condition of a station (= restriction enzyme site)
is chosen to represent the bit one. A zero is written at a sta-
tion by altering the site using the following three step process:
(1) linearize the plasmid by cutting it at the station (=site)
with the restriction enzyme associated with the site; (2) using
a DNA polymerase, extend the 3’ ends of the strands lying
under the 5’ overhangs to produce a linear molecule having
blunt ends; and (3) in dilute solution apply a ligase to re-
circularize the linear molecule by ligation of the blunt ends.
When a station is altered to represent the bit zero the length
of the station is increased by four base pairs and the stationno
longer encodes a site for the originally associated restriction
enzyme.

At the initiation of a computation all eight sites are present
in each of the data register molecules. Thus initially each



molecule is read as: 11111111. Note that the first time a zero
is written at a station the molecule increases in circumference
by four base pairs, after which no further alteration of that
station can occur during a computation. If we suppose that
zeros have been written at the second, fourth, & fifth stations
of a molecule then the circumference of the molecule will
have been increased by twelve base pairs and the molecule
will be read as: 10100111. This completes the biochemical
realization of Initialization and SetToZero appearing in the
Algorithm of Section 3. MaxCountOfOnes can be realized
by applying the following three step process: (1) Using the
restriction enzyme having sites at each end of the MCS (mul-
tiple cloning site), cut the plasmids into the roughly 175 base
pair and the nearly 3 kilobase long linear molecules; (2) sep-
arate the short strands of length roughly 175 base pairs on
an acrylamide gel in one lane with a calibrating DNA ladder
in a second lane; and (3) from the length in base pairs of the
molecules in the band on the gel that consists of the molecules
that have the least length, calculate the number of restriction
enzyme sites that remain. This is the value returned by Max-
CountOfOnes. For example, if the length in base pairs of
the molecules of least length is 187 then MaxCountOfOnes is8 � (1=4)(187 � 175) = 5, which is the number of ones in
10100111.

If desired, the restriction sites that remain in the molecules
that provide the maximum number of ones can be obtained
in parallel by applying the eight restriction enzymes in eight
separate tubes. If the solution is not unique this will need to
be done after a cloning process. The status of the stations can
also be determined by DNA sequencing.

5 Progress Report from the Laboratory

The critical challenge for the computational procedure
sketched in Section 4 is expected to be the three step cut &
paste process by which a station is set to zero. More pre-
cisely, the difficulty will lie in carrying out each cut & paste
operation with such precision that, after several such opera-
tions have been carried out in series, the answer can be read
definitively at the final gel separation step. We report here
the results of carrying out three successive cut & paste oper-
ations.

We used a pBluescript plasmid (Strategene, La Jolla, CA)
as our data register molecule. The cut operations were made
using the three restriction enzymesHindIII, BamHI, andXbaI
(New England Biolabs, Beverly, MA) in the order given.
pBluescript has a unique site for each of these three enzymes
and these three sites lie in the MCS (multiple cloning site).
In all three cases the four base extensions were made with
Klenow DNA polymerase (Stratagene, La Jolla, CA) and the
blunt end ligations were done with T4 DNA ligase (Strata-
gene, La Jolla, CA).

In this paragraph, we explain the molecular basis for the
plan of our testing procedure and the expected results. pBlue-
script includes a gene for the protein�-galactosidase en-

coded in part in the MCS. An Ecoli bacterial clone that con-
tains a pBluescript plasmid is blue in the presence of a sub-
strate for the�-galactosidase, X-Gal (5-bromo-4-chloro-3-
indolyl-�-D-galactopyranoside). When the�-galactosidase
gene of pBluescript has been disabled, the clones are white.
The translation system between DNA and protein occurs in
triplets, three bases of DNA yielding one amino acid of the
protein. In step (1), the cut, fill-in & paste operation should
successfully add four bases in theHindIII site of pBluescript
with the result that the reading frame will be off by one base
pair for the�-galactosidase gene. Thus this plasmid should
produce an inactive�-galactosidase and 100% white clones.
The plasmid DNA from one of the white colonies can be used
for the next step. In step (2), the second cut, fill-in & paste op-
eration in theBamHI site should successfully add four more
bases making the reading frame off by two base pairs this
time. The plasmid should again produce 100% white clones.
The plasmid DNA from one of these white clones can be used
for the next step. In step (3), the third cut, fill-in & paste oper-
ation in theXbaI site should restore the proper reading frame
for the�-galactosidase gene of pBluescript. The total exten-
sion of twelve base pairs in the gene for the�-galactosidase
should result in the insertion of four extra amino acids and
some alterations that produce a slightly different, but likely
active protein. Thus we expect 100% blue clones from the
DNA after this step. If the results in (1), (2) & (3) were each
as expected, this would assure us that the sequences of cut,
fill-in & paste operations, required in computing accordingto
the Algorithm of Section 3, can be successfully carried out.
The final gel separation that concludes the Algorithm is not
expected to present an obstacle since it is a standard proce-
dure of molecular biology.

In this paragraph we report the actual test results we have
obtained at the time of this writing, March 26, 1999, at each
of the three steps described in the previous paragraph: At
step (1) we obtained 87% white clones, as computed from
40 white and 6 blue. The plasmid DNA from three of the 40
white colonies was isolated and tested for the presence of a
HindIII site; as expected, none of the plasmids contained the
site. At step (2) we obtained 96.4% white clones, as com-
puted from 80 white and 3 blue. Plasmid DNA from four of
the 80 white colonies was prepared and tested for the contin-
ued presence of aHindIII site or aBamHI site; as expected,
none of the DNAs contained either of these sites. At step (3)
we obtained 85% blue clones, as computed from 97 blue and
17 white. DNA plasmids from four of the 97 blue colonies
was prepared and tested for the presence of aHindIII site, a
BamHI site, or anXbaI; as expected, none of the DNAs con-
tained any of these three sites. To confirm the correct fillingin
reactions at each site, we sequenced one of the plasmid DNAs
obtained from white clones at steps (1) and (2) and two of the
plasmid DNAs obtained from blue clones at step (3). These
sequences are found in Figure 1 and confirm the completion
of the cut, fill-in & paste operations. These sequences also
confirm the restoration of the�-galactosidase reading frame



in the DNA from the two blue colonies from step (3).

See Figure 1

In none of the three steps were the results 100% as ex-
pected. How serious are these divergences? At step (1) the
87%, with near certainty, presents no problem. The pBlue-
script molecules, but not the lengthened molecules, are ex-
pected to be supercoiled. This allows the (comparatively
few?) remaining unmodified molecules to enter bacteria with
much higher probability than the modified molecules. Conse-
quently the slightest trace of remaining unmodified molecules
(which would produce blue colonies) might have resulted in
this observed deviation from 100% white colonies. At step
(2) the 3.6% blue clones gives us more concern since it in-
dicates an unexpected restoration of the reading frame of�-galactosidase. Plasmid DNA from two of the three blue
colonies was prepared and tested for the presence of either
a HindIII site or a BamHI site; neither restriction enzyme
site was present. This supplementary result is comforting,
but these plasmids should be examined further to determine
how they have produced blue clones after only theHindIII
and BamHI sites were destroyed. At step (3) the 85% fig-
ure gives us serious concern since it suggests inefficiency at
either cut or fill-in steps.

What we have reported here are our first test results. As
such, we consider them encouraging. With more laboratory
experience in performing our three step cut & paste opera-
tion, it seems reasonable that we may improve the efficiency.
We think this will be possible, especially once the mysterious
appearance of blue colonies at step (2) and the continued ap-
pearance of so many white colonies at step (3) is understood.
It may be necessary to replaceXbaI with a different restric-
tion enzyme at step (3). We hope that, by the time of the oral

presentation of this paper, we will report laboratory solutions
for instances of computational problems of the sort described
in Section 2 using the Algorithm of Section 3.
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XbaI BamHI Hind3
pBS DNA GTGGCGGCCGCTCTAGAACTAGTGGATCCCCCGGGCTGCAGGAATTCGATATCAAGCTTATCGATACCGTCGACCTCGAGG

[H] DNA GTGGCGGCCGCTCTAGAACTAGTGGATCCCCCGGGCTGCAGGAATTCGATATCAAGCTagctTATCGATACCGTCGACCTC
[HB] DNA GTGGCGGCCGCTCTAGAACTAGTGGATCgatcCCCCGGGCTGCAGGAATTCGATATCAAGCTagctTATCGATACCGTCGA
[HBX] DNA GTGGCGGCCGCTCTAGctagAACTAGTGGATCgatcCCCCGGGCTGCAGGAATTCGATATCAAGCTagctTATCGATACCG

pBS prot V A A A L E L V D P P G C R N S I S S L S I P S T S R
[H] prot V A A A L E L V D P P G C R N S I S S stop
[HB] prot V A A A L E L V D R S P G L O E F D I K L A Y R Y R R
[HBX] prot V A A A L A R T S G S I P R A A G I R Y O A S L S I P

Figure 1. The DNA and protein sequences for the pertinent segments of the MCS
region of pBluescript and the altered plasmids produced from the computation

The pBluescript (pBS), filled in HindIII ([H]), filled in BamHI and HindIII ([HB]), and filled in XbaI, BamHI and HindIII
([HBX]) plasmid sequences (DNA) and the protein sequences deduced from the DNA sequences (prot) are shown. The new
nucleotides that were introduced in [H] [HB] and [HBX] are printed in lower case.
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